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#### Abstract

In this work, we propose to extend the Arlequin framework to couple particle and continuum models. Three different coupling strategies are investigated based on the $L^{2}$ norm, $H^{1}$ seminorm, and $H^{1}$ norm. The mathematical properties of the method are studied for a one-dimensional model of harmonic springs, with varying coefficients, coupled with a linear elastic bar, whose modulus is determined by simple homogenization. It is shown that the method is wellposed for the $H^{1}$ seminorm and $H^{1}$ norm coupling terms, for both the continuous and discrete formulations. In the case of $L^{2}$ coupling, it cannot be shown that the Babuška-Brezzi condition holds for the continuous formulation. Numerical examples are presented for the model problem that illustrate the approximation properties of the different coupling terms and the effect of mesh size.
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## 1 Introduction

Multiscale modeling at the nanoscale has been the focus of many investigations and discussion in recent years (see, e.g., survey articles $[11,13]$ ). With the development of faster supercomputers, scientists can now contemplate simulating complex systems spanning a large range of scales that were previously considered intractable. Nevertheless, fully resolved atomistic and molecular simulations still remain out of reach with current computer resources for engineering systems of practical interest. There is obviously a need for algorithms that can couple different models, such as continuum and molecular models, for the simulation of multiscale problems.

We propose here to extend the Arlequin framework of Ben Dhia [3-7] to problems that involve both an atomistic model and a continuum model. The Arlequin framework introduces an overlapping region in which the two models are coupled using Lagrange multipliers. Several related methodologies have been previously proposed [9,14,18]. In particular, the bridging domain method of Belytschko and Xiao presents many similar features to the Arlequin method and was numerically investigated in $[2,19]$.

In this paper, we examine in detail the mathematical properties of such a method when applied to a one-dimensional model of harmonic springs, with varying stiffness coefficients, coupled with a linear elastic bar. Our objective is to investigate three different coupling strategies based on the $L^{2}$ norm, the $H^{1}$ seminorm, and the $H^{1}$ norm. We show that the $H^{1}$ seminorm and $H^{1}$ norm coupling yield well-posed problems for the continuous and discrete formulations. However, we are not able to show that the Babuška-Brezzi condition holds in the case of the $L^{2}$ norm coupling: only simply matching the displacements is not enough for the development of a robust coupling method. We also provide a priori
error estimates for the discrete problem and illustrate our theoretical results with several simple numerical examples. Reference [12], brought to the attention of the authors upon finishing the writing of the present paper, presents a similar study for the coupling of two continuum models. In that paper, several numerical examples are shown for $L^{2}$ and $H^{1}$ coupling terms as well as different weighting functions in the coupling terms. Many of the numerical results are analogous to those shown here, but no mathematical results are given. One major difference between the two papers is that we are interested here in coupling highly heterogeneous particle models with homogeneous continuum models. Our ultimate objective in the investigation of such coupling algorithms is to extend ideas of goal-oriented error estimation and adaptation $[15,16]$ to control the size and position of the overlapping region so as to deliver highly accurate simulations.

The paper is organized as follows: following this brief introduction, we introduce the particle model, the continuum model, and briefly describe the Arlequin algorithm. In Sect. 3, we prove that the Arlequin problem is well-posed as established by Theorem 1. We show in Sect. 4 that the discrete formulation of the Arlequin method leads to a well-posed problem as well. Section 5 describes a few numerical experiments followed by conclusions in Sect. 6.

## 2 Model problems

In this section, we introduce the coupled model problem to be studied. First, the discrete model is introduced with accompanying notation, then, the continuum approximation, and finally, the coupled Arlequin model. Mathematical rigor is postponed until Sect. 3.

### 2.1 Particle model

We are interested here in a system of $n+1$ particles that are connected by $n$ harmonic springs of various strength $k_{i}>0$ and equilibrium length $l_{i}, i=1, \ldots, n$. The initial position of the particles are denoted by $x_{i}$ and the system undergoes displacements $w_{i}$ when subjected to force $f$ applied at $x_{n}$ (Fig. 1). The potential energy of such a system is given by
$E_{d}(w)=\frac{1}{2} \sum_{i=1}^{n} k_{i}\left(w_{i}-w_{i-1}\right)^{2}-f w_{n}$


Fig. 1 System of $n+1$ particles connected with $n$ harmonic springs

The particles are assumed to be ordered so that $x_{i-1}<x_{i}$ and the particle on the left end of the chain to be fixed, i.e., $w_{0}=0$. We then introduce $\mathbb{R}_{0}^{n+1}=\left\{z \in \mathbb{R}^{n+1}: z_{0}=0\right\}$.

Equilibrium states of such a system, denoted $w \in \mathbb{R}_{0}^{n+1}$, can be obtained by minimizing the potential energy:
$E_{d}(w)=\min _{z \in \mathbb{R}_{0}^{n+1}} E_{d}(z)$

Thus, $w$ are stationary points of $E_{d}(z)$ and satisfy
$\lim _{\theta \rightarrow 0} \frac{1}{\theta}\left(E_{d}(w+\theta z)-E_{d}(w)\right)=0 \quad \forall z \in \mathbb{R}_{0}^{n+1}$
In other words, the displacements $w \in \mathbb{R}_{0}^{n+1}$ at equilibrium are given by

$$
\begin{equation*}
\sum_{i=1}^{n} k_{i}\left(w_{i}-w_{i-1}\right)\left(z_{i}-z_{i-1}\right)=f z_{n} \quad \forall z \in \mathbb{R}_{0}^{n+1} \tag{3}
\end{equation*}
$$

Problem (3) is equivalent to:

$$
\begin{align*}
& w_{0}=0 \\
& \left(k_{1}+k_{2}\right) w_{1}-k_{2} w_{2}=0 \\
& -k_{i} w_{i-1}+\left(k_{i}+k_{i+1}\right) w_{i}-k_{i+1} w_{i+1}=0 \quad 1<i<n  \tag{4}\\
& -k_{n} w_{n-1}+k_{n} w_{n}=f
\end{align*}
$$

and the system of equations can be represented more compactly in matrix form as

$$
\begin{equation*}
A w=f \tag{5}
\end{equation*}
$$

where $f^{T}=(0, \ldots, 0, f)$ and

$$
A=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & \cdots & 0  \tag{6}\\
0 & k_{1}+k_{2} & -k_{2} & 0 & 0 & \cdots & 0 \\
0 & -k_{2} & k_{2}+k_{3} & -k_{3} & 0 & \cdots & 0 \\
& & & \ddots & & & \\
& & & & \ddots & & \\
0 & \ldots & \ldots & 0 & -k_{n-1} & k_{n-1}+k_{n} & -k_{n} \\
0 & \ldots & \cdots & 0 & 0 & -k_{n} & k_{n}
\end{array}\right]
$$

The matrix $A$ is symmetric positive definite and induces the norm $\|z\|=\sqrt{z^{T} A z}$ on $\mathbb{R}^{n+1}$.

### 2.2 Continuum model

One possible approximation of the particle model is a linear elastic continuum. Here, the system of springs can be replaced by an elastic bar on domain $\Omega$, with length $L$, modulus


Fig. 2 Elastic bar of length $L$ with modulus $E$ and loaded under traction $T$


Fig. 3 Homogenization of spring model on a representative cell
$E$, and subjected to traction $T=f / A, A$ being the crosssectional area of the bar. The displacement in the bar is denoted by $u$; see Fig. 2.

The total energy of this system is given by
$E_{c}=\int_{\Omega} \frac{A}{2} \sigma(x) \varepsilon(x) d x-A T(L) u(L)$

Here the material is supposed to obey Hooke's law $\sigma=E \varepsilon$ and, using $\varepsilon=u^{\prime}$, we have
$E_{c}=\int_{\Omega} \frac{A E}{2}\left(u^{\prime}\right)^{2} d x-A T(L) u(L)$

To obtain the elastic modulus, we simply consider a representative cell of springs (Fig. 3) so that, in a system consisting of a periodic array of two springs with stiffness $k_{1}, k_{2}$ and equilibrium length $l_{1}, l_{2}$, we get
$A E=\frac{k_{1} k_{2}}{k_{1}+k_{2}}\left(l_{1}+l_{2}\right)$

The modulus of elasticity $E$ is derived here by equating the energy in the representative cell with the energy one would obtain if a linear elasticity model were used. For simplicity, we will implicitly take $A$ equal to unity.

As with the spring model, the equilibrium state for the continuum model is found by minimizing the energy (8).


Fig. 4 Arlequin model that replaces the particle model with a combined particle and spring model

This minimization yields the following problem:

$$
\begin{align*}
& \text { Find } u \in V=\left\{v \in H^{1}(\Omega): v(0)=0\right\} \text { such that: } \\
& \qquad \int_{\Omega} E u^{\prime} v^{\prime} d x=T(L) v(L) \quad \forall v \in V \tag{10}
\end{align*}
$$

### 2.3 Coupling scheme

We recall that our objective is to couple the particle model with the continuum model on $\Omega$. The continuum model is selected in region $\Omega_{c}=\left(0, x_{b}\right)$ while the particle model is chosen in domain $\Omega_{d}=\left(x_{a}, L\right)$ such that $\Omega=\Omega_{c} \cup \Omega_{d}$ and $\Omega_{o}=\Omega_{c} \bigcap \Omega_{d}=\left(x_{a}, x_{b}\right),\left|\Omega_{o}\right| \neq 0$. We will refer to $\Omega_{o}$ as the overlap region. We denote by $\left|\Omega_{c}\right|,\left|\Omega_{d}\right|$, and $\left|\Omega_{o}\right|$, the length of domains $\Omega_{c}, \Omega_{d}$, and $\Omega_{o}$, respectively. The particle model has been reduced from $n+1$ to $m+1$ particles that are connected by $m$ harmonic springs, supposedly with $m \ll n$. See Fig. 4.

The main idea of the Arlequin method is to modify the energies as follows:
$\hat{E}_{c}=\int_{\Omega_{c}} \alpha_{c}(x) \frac{E}{2}\left(u^{\prime}\right)^{2} d x$
$\hat{E}_{d}=\frac{1}{2} \sum_{i=1}^{m} \alpha_{i} k_{i}\left(w_{i}-w_{i-1}\right)^{2}-f w_{m}$
where we have introduced the weighting coefficients $\alpha_{i}$ and $\alpha_{c}$, such that:
$\alpha_{c}(x)+\alpha_{d}(x)=1 \quad \forall x \in \Omega$
$\alpha_{c}(x)= \begin{cases}1 & \forall x \in \Omega_{c} \backslash \Omega_{o} \\ 0 & \forall x \in \Omega_{d} \backslash \Omega_{o}\end{cases}$
$\alpha_{i}=\alpha_{d}\left(\frac{1}{2}\left(x_{i}+x_{i-1}\right)\right), \quad i=1, \ldots, m$

In the overlap region $\Omega_{o}$, the coefficient $\alpha_{c}$ (and thus $\alpha_{d}$ ) can be chosen in different ways. Some intuitive and apparently


Fig. 5 Plot of different functions used for $\alpha_{c}$ and $\alpha_{d}$
attractive candidates are (Fig. 5):
$\alpha_{c}(x)=\frac{1}{2} \quad \forall x \in \Omega_{o}$
$\alpha_{c}(x)=1-\frac{\left(x-x_{a}\right)}{x_{b}-x_{a}} \quad \forall x \in \Omega_{o}$
$\alpha_{c}(x)=\frac{-\left(x-x_{b}\right)^{2}\left(2 x-3 x_{a}+x_{b}\right)}{\left(x_{a}-x_{b}\right)^{3}} \quad \forall x \in \Omega_{o}$
where $x_{a}$ and $x_{b}$ denote the left and right end point of $\Omega_{o}$.
In the overlap region, the main idea is to constrain the displacements $u$ and $w$ to be "equal" in some appropriate measure. In order to do so, the first step is to convert the discrete displacements $w$ into a displacement field $\Pi w$ that can be compared to $u$ on $\Omega_{o}$. The natural way to do this is to take $\Pi$ as the linear interpolation operator. Other interpolation schemes are possible, but we only consider the linear interpolant in the present work.

Thus, the "energy" generated by the mismatch of $u$ and $\Pi w$ on $\Omega_{o}$ is
$\|u-\Pi w\|^{2}=\int_{\Omega_{o}} \beta_{1}(u-\Pi w)^{2}+\beta_{2}(u-\Pi w)^{\prime 2} d x$
where $\left(\beta_{1}, \beta_{2}\right)$ are non-negative weight parameters. These can also be chosen so as to scale the two terms in the integral. For example, $\left(\beta_{1}, \beta_{2}\right)=(1,0)$ refers to the $L^{2}$ norm, $\left(\beta_{1}, \beta_{2}\right)=(0,1)$ to the $H^{1}$ seminorm, and $\left(\beta_{1}, \beta_{2}\right)=(1,1)$ to the $H^{1}$ norm on $\Omega_{o}$.

The coupled problem consists of finding $u$ and $w$, in appropriate spaces $V_{c}$ and $V_{d}$, respectively (defined below), that minimizes the total energy and satisfies the constraint $\| u-$ $\Pi w \|=0$, i.e.,
$\hat{E}(u, w)=\hat{E}_{d}(w)+\hat{E}_{c}(u)=\min _{\substack{v \in V_{c}, z \in V_{d} \\\|v-\Pi z\|=0}}\left(\hat{E}_{d}(z)+\hat{E}_{c}(v)\right)$

Introducing the coupling term
$b(\lambda,(u, w))=\int_{\Omega_{o}} \beta_{1} \lambda(u-\Pi w)+\beta_{2} \lambda^{\prime}(u-\Pi w)^{\prime} d x$
the minimization problem (15) can be recast into the following saddle point problem:
$\min _{v \in V_{c}, z \in V_{d}} \max _{\mu \in M}\left(\hat{E}_{d}(z)+\hat{E}_{c}(v)+b(\mu,(v, z))\right)$
where $M$ is an appropriate space for the Lagrange multipliers. We now pose this problem precisely and analyze the details of its mathematical properties.

## 3 Mathematical analysis of the coupled formulation

Let $V_{c}=\left\{v \in H^{1}\left(\Omega_{c}\right): v(0)=0\right\}$ and $V_{d}=\left\{z \in \mathbb{R}^{m+1}\right\}$ be the vector spaces of test functions for the continuum and discrete models, respectively, and let $\Pi$ be the linear interpolant $\Pi: V_{d} \rightarrow H^{1}\left(\Omega_{o}\right)$. In what follows, we will not distinguish a function $v \in V_{c}$ from its restriction to the space $H^{1}\left(\Omega_{o}\right)$. We also define the vector space for the Lagrange multipliers as:
$M= \begin{cases}L^{2}\left(\Omega_{o}\right), & \text { if } \beta_{2}=0 \\ H^{1}\left(\Omega_{o}\right) / \mathbb{R}, & \text { if } \beta_{1}=0 \\ H^{1}\left(\Omega_{o}\right), & \text { otherwise }\end{cases}$
with associated norm:
$\|\mu\|_{M}=\sqrt{\int_{\Omega_{o}} \beta_{1} \mu^{2}+\beta_{2} \mu^{\prime 2} d x}$
Let the average of $z$ on $\Omega_{o}$ be denoted as:
$\bar{z}=\sum_{i=1}^{n_{o}} \frac{l_{i}}{\left|\Omega_{o}\right|} \frac{z_{i}+z_{i-1}}{2}$
where $n_{o}$ is the number of springs on $\Omega_{o}$. The restrictive assumption that is made here is that the overlap region exactly coincides with a given set of complete springs. In other words, the domain $\Omega_{o}$ is not allowed to only cover part of a spring. We also introduce the seminorm $|\cdot| V_{d}$ on $V_{d}$ as:
$|z|_{V_{d}}=\sqrt{\sum_{i=1}^{m} k_{i}\left(z_{i}-z_{i-1}\right)^{2}}$
The norms on $V_{c}$ and $V_{d}$ are then chosen as:

$$
\begin{align*}
& \|v\|_{V_{c}}=\sqrt{\int_{\Omega_{c}} E\left|v^{\prime}\right|^{2} d x}  \tag{19}\\
& \|z\|_{V_{d}}=\sqrt{|z|_{V_{d}}^{2}+\delta \bar{z}^{2}}
\end{align*}
$$

where $\delta$ is a dimensionally consistent weighting constant that we define below.

We now introduce the product space $X=V_{c} \times V_{d}$ with pairs of $X$ denoted for example as $U=(u, w), V=(v, z)$, and with norm:
$\|V\|_{X}=\sqrt{\|v\|_{V_{c}}^{2}+\|z\|_{V_{d}}^{2}}$
and define the kernel space of $b(\cdot, \cdot)$ as the subspace of $X$ such that:
$X_{0}=\{V \in X: b(\mu, V)=0 \quad \forall \mu \in M\}$

We wish to solve the following saddle point problem:

Find $U \in X, \lambda \in M$ such that:

$$
\begin{equation*}
L(U, \lambda)=\inf _{V \in X} \sup _{\mu \in M} L(V, \mu) \tag{22}
\end{equation*}
$$

where the Lagrangian reads:

$$
\begin{aligned}
& L(V, \mu)= \frac{1}{2} a(V, V)+b(\mu, V)-l(V) \\
& a(U, V)= \int_{\Omega_{c}} \alpha_{c} E u^{\prime} v^{\prime} d x \\
&+\sum_{i=1}^{m} \alpha_{i} k_{i}\left(w_{i}-w_{i-1}\right)\left(z_{i}-z_{i-1}\right) \\
& b(\mu, V)= \int_{\Omega_{o}} \beta_{1} \mu(v-\Pi z)+\beta_{2} \mu^{\prime}(v-\Pi z)^{\prime} d x \\
& l(V)=f z_{m}
\end{aligned}
$$

The saddle point problem (22) can be recast as:

$$
\begin{align*}
& \text { Find } U \in X, \lambda \in M \text { such that: } \\
& \begin{aligned}
a(U, V)+b(\lambda, V) & =l(V) \quad \forall V \in X \\
b(\mu, U) & =0 \quad \forall \mu \in M
\end{aligned} \tag{24}
\end{align*}
$$

Problem (24) is well posed for $\beta_{1} \geq 0$ and $\beta_{2}>0$. This result immediately follows from results in Ben Dhia and Rateau [4,5]. Nevertheless, we choose to present here a detailed proof with the main objective of explicitly deriving the constants associated with the problem in order to study the influence of parameters such as the geometrical and material properties, the coupling parameters $\beta_{1}$ and $\beta_{2}$, or length of the overlap domain on the coupled solutions. Proofs of continuity of the forms $a(\cdot, \cdot), b(\cdot, \cdot)$, and $l(\cdot)$ are relatively straightforward and provided for completeness in Appendix B. We show below that $a(\cdot, \cdot)$ is coercive and that the coupling term $b(\cdot, \cdot)$ satisfies the Babuška-Brezzi condition [1,8]. Technical lemmas are presented in Appendix A. We conclude the section by a theorem for the well-posedness of Problem (24),
summarize the continuity and inf-sup constants, and identify from this analysis "optimal" constants $\beta_{1}, \beta_{2}$, and $\delta$.

Lemma 1 (Coercivity of a) Let $\alpha_{c}$ and $\alpha_{d}$ be constant or linear functions defined by $(13)_{1}$ and $(13)_{2}$. Then, with above notation and definitions, there exists a constant $\gamma_{a}>0$ such that:

$$
\begin{aligned}
& \inf _{U \in X_{0}} \sup _{V \in X_{0}} \frac{\mid a(U, V)) \mid}{\|U\|_{X}\|V\|_{X}}>\gamma_{a} \\
& \sup _{U \in X_{0}} a(U, V)>0 \quad \forall V \in X_{0}, V \neq 0
\end{aligned}
$$

with
$\gamma_{a}= \begin{cases}\gamma_{1} & \text { if } \beta_{1}=0 \\ \gamma_{1} \min \left(\frac{1}{2}, \frac{E\left|\Omega_{o}\right|}{\delta\left|\Omega_{c}\right|^{2}}\right) & \text { if } \beta_{1}>0\end{cases}$
and
$\gamma_{1}=\frac{1}{2} \min _{i}\left(\frac{E}{k_{i} l_{i}}, \frac{k_{i} l_{i}}{E}\right)$
Proof It suffices to show that $a(\cdot, \cdot)$ is coercive on $X_{0}$. Let $V=(v, z) \in X_{0}$. We first show that
$a(V, V) \geq \gamma_{1}\left(\|v\|_{V_{c}}^{2}+|z|_{V_{d}}^{2}\right)$
where $\gamma_{1}$ is a constant that depends on $\alpha_{c}$ and $\alpha_{d}$ being constant or linear.

By definition of the bilinear form, and the fact that $\alpha_{c}=1$ on $\Omega_{c} \backslash \Omega_{o}$ and $\alpha_{d}=1$ on $\Omega_{d} \backslash \Omega_{o}$, we have

$$
\begin{aligned}
a(V, V)= & \int_{\Omega_{c}} \alpha_{c} E\left(v^{\prime}\right)^{2} d x+\sum_{i=1}^{m} \alpha_{i} k_{i}\left(z_{i}-z_{i-1}\right)^{2} \\
= & \int_{\Omega_{c} \Omega_{o}} E\left(v^{\prime}\right)^{2} d x+\sum_{i=n_{o}+1}^{m} k_{i}\left(z_{i}-z_{i-1}\right)^{2} \\
& +\int_{\Omega_{o}} \alpha_{c} E\left(v^{\prime}\right)^{2} d x+\sum_{i=1}^{n_{o}} \alpha_{i} k_{i}\left(z_{i}-z_{i-1}\right)^{2}
\end{aligned}
$$

We then divide the overlap terms in half:

$$
\begin{aligned}
& \int_{\Omega_{o}} \alpha_{c} E\left(v^{\prime}\right)^{2} d x+\sum_{i=1}^{n_{o}} \alpha_{i} k_{i}\left(z_{i}-z_{i-1}\right)^{2} \\
&= \frac{1}{2}\left(\int_{\Omega_{o}} \alpha_{c} E\left(v^{\prime}\right)^{2} d x+\sum_{i=1}^{n_{o}} \alpha_{i} k_{i}\left(z_{i}-z_{i-1}\right)^{2}\right) \\
&+\frac{1}{2}\left(\int_{\Omega_{o}} \alpha_{c} E\left(v^{\prime}\right)^{2} d x+\sum_{i=1}^{n_{o}} \alpha_{i} k_{i}\left(z_{i}-z_{i-1}\right)^{2}\right)
\end{aligned}
$$

Next, we examine the continuum term and the discrete term and show how they should be recombined. We use the fact
that $X_{0}$ consists of functions $v$ and vectors $z$ such that $v=\Pi z$ on $\Omega_{o}$ (and therefore $v^{\prime}=(\Pi z)^{\prime}$ ), and
$(\Pi z)^{\prime}=\frac{z_{i}-z_{i-1}}{l_{i}}, \quad \forall x \in\left(x_{i-1}, x_{i}\right)$
Then,

$$
\begin{aligned}
\frac{1}{2} \int_{\Omega_{o}} \alpha_{c} E\left(v^{\prime}\right)^{2} d x & =\frac{1}{2} \sum_{i=1}^{n_{o}} \int_{x_{i-1}}^{x_{i}} \alpha_{c} E\left(\frac{z_{i}-z_{i-1}}{l_{i}}\right)^{2} d x \\
& =\frac{1}{2} \sum_{i=1}^{n_{o}} E\left(\frac{z_{i}-z_{i-1}}{l_{i}}\right)^{2} \int_{x_{i-1}}^{x_{i}} \alpha_{c} d x \\
& \geq \frac{1}{2} \min _{i}\left(\frac{E}{k_{i} l_{i}}\right) \sum_{i=1}^{n_{o}}\left(1-\alpha_{i}\right) k_{i}\left(z_{i}-z_{i-1}\right)^{2}
\end{aligned}
$$

Repeating the same procedure in opposite order on the discrete term, we have
$\frac{1}{2} \sum_{i=1}^{n_{o}} \alpha_{i} k_{i}\left(z_{i}-z_{i-1}\right)^{2} \geq \frac{1}{2} \min _{i}\left(\frac{k_{i} l_{i}}{E}\right) \int_{\Omega_{o}}\left(1-\alpha_{c}\right) E\left(v^{\prime}\right)^{2} d x$
Substituting the previous two expressions into the original expression and using the fact that $\alpha_{c}+\alpha_{d}=1$ gives

$$
\begin{aligned}
a(V, V) \geq & \int_{\Omega_{c} \Omega_{o}} E\left(v^{\prime}\right)^{2} d x+\sum_{i=n_{o}+1}^{m} k_{i}\left(z_{i}-z_{i-1}\right)^{2} \\
& +\frac{1}{2} \min \left(1, \min _{i}\left(\frac{E}{k_{i} l_{i}}\right)\right) \sum_{i=1}^{n_{o}} k_{i}\left(z_{i}-z_{i-1}\right)^{2} \\
& +\frac{1}{2} \min \left(1, \min _{i}\left(\frac{k_{i} l_{i}}{E}\right)\right) \int_{\Omega_{o}} E\left(v^{\prime}\right)^{2} d x \\
& \geq \gamma_{1}\left(\|v\|_{V_{c}}^{2}+|z|_{V_{d}}^{2}\right)
\end{aligned}
$$

and
$\gamma_{1}=\frac{1}{2} \min _{i}\left(\frac{E}{k_{i} l_{i}}, \frac{k_{i} l_{i}}{E}\right)$
Now, if $\beta_{1}=0$, the result is immediate with $\gamma_{a}=\gamma_{1}$. If $\beta_{1}$ is nonzero, we observe that the term $|z|_{V_{d}}$ vanishes for all constant vectors $z$ in $V_{d}$. Applying Poincaré inequality (cf. Lemma A-1), we get

$$
\begin{aligned}
a(V, V) & \geq \gamma_{1}\left(\frac{1}{2}\|v\|_{V_{c}}^{2}+\frac{1}{2}\|v\|_{V_{c}}^{2}+|z|_{V_{d}}^{2}\right) \\
& \geq \gamma_{1}\left(\frac{1}{2}\|v\|_{V_{c}}^{2}+\frac{E}{\left|\Omega_{c}\right|^{2}}\|v\|_{L^{2}\left(\Omega_{c}\right)}^{2}+|z|_{V_{d}}^{2}\right)
\end{aligned}
$$

Then using Lemma A-2, the fact that $X_{0}$ consists of those functions $v$ and vectors $z$ such that $v=\Pi z$, which implies $\overline{\Pi z}=\bar{z}$, we observe that
$\|v\|_{L^{2}\left(\Omega_{c}\right)}^{2} \geq\|v\|_{L^{2}\left(\Omega_{o}\right)}^{2} \geq \bar{v}^{2}\left|\Omega_{o}\right|=\bar{z}^{2}\left|\Omega_{o}\right|$

Thus, it follows that:

$$
\begin{aligned}
a(V, V) & \geq \gamma_{1}\left(\frac{1}{2}\|v\|_{V_{c}}^{2}+|z|_{V_{d}}^{2}+\frac{E\left|\Omega_{o}\right|}{\delta\left|\Omega_{c}\right|^{2}} \delta \bar{z}^{2}\right) \\
& \geq \gamma_{a}\|V\|_{X}^{2}
\end{aligned}
$$

where
$\gamma_{a}=\gamma_{1} \min \left(\frac{1}{2}, \frac{E\left|\Omega_{o}\right|}{\delta\left|\Omega_{c}\right|^{2}}\right)$
which completes the proof.
Remark 1 Above proof also holds for the case $\alpha_{c}=\alpha_{d}=$ $1 / 2$, however it can be shown that the constant $\gamma_{1}$ simply reduces in that case to $\gamma_{1}=1 / 2$.

Remark 2 Although we used the strong condition $v=\Pi z$ in second part of the proof, the weaker condition $\bar{v}=\overline{\Pi z}$ could have been used. This becomes important in the proof of discrete coercivity, which is addressed later in the paper.

Remark 3 We have not proven the case where $\alpha_{c}, \alpha_{d}$ are cubic functions (13) $)_{3}$. We believe that this case yields coercivity and could be proven with more sophisticated techniques.

Lemma 2 (Inf-sup condition for $b$ ) Let $\beta_{2}>0$. Then, with the above notation and definitions, there exists a constant $\gamma_{b}>0$ such that:
$\inf _{\mu \in M} \sup _{V \in X} \frac{|b(\mu, V)|}{\|\mu\|_{M_{1}}\|V\|_{X}}>\gamma_{b}$
with
$\gamma_{b}= \begin{cases}\sqrt{\frac{\beta_{2}}{E}} & \beta_{1}=0 \\ \sqrt{\frac{\beta_{2}}{E}} \min \left(\sqrt{\frac{\beta_{1}\left|\Omega_{o}\right| E}{2 \delta \beta_{2}}}, \sqrt{\frac{E}{E+\delta\left|\Omega_{o}\right|}}\right) & \beta_{1}>0\end{cases}$
Proof This proof follows the proof given in [4,5]. It is sufficient to show that
$\sup _{V \in X} \frac{|b(\mu, V)|}{\|V\|_{X}}>\gamma_{b}\|\mu\|_{M} \quad \forall \mu \in M$
Since $\mu \in M, \mu\left(x_{a}\right)$ is well defined and denoted by $\mu_{a}$. Let $\hat{\mu}=\mu-\mu_{a}$. We introduce the extension operator $S(\mu)$ : $\mu \in M \rightarrow \hat{v} \in V_{c}$ such that $\hat{v}=\hat{\mu}$ on $\Omega_{o}$, and $\hat{v}=0$ on $\Omega_{c} \backslash \Omega_{o}$. Furthermore, let $\hat{z}$ be the constant vector $\hat{z}=\mu_{a}$. Thus, taking $\hat{V}=(\hat{v}, \hat{z})$ we get
$\sup _{V \in X} \frac{|b(\mu, V)|}{\|V\|_{X}} \geq \frac{|b(\mu, \hat{V})|}{\|\hat{V}\|_{X}}=\frac{\|\mu\|_{M}^{2}}{\|\hat{V}\|_{X}}$
It suffices to show that $\|\mu\|_{M} /\|\hat{V}\|_{X}$ is greater than a positive constant independent of $\mu$. Using the definition of $\|\cdot\|_{X}$, we have
$\|\hat{V}\|_{X}^{2}=\int_{\Omega_{0}} E\left(\mu^{\prime}\right)^{2} d x+\delta \mu_{a}^{2}=E|\mu|_{H^{1}\left(\Omega_{o}\right)}^{2}+\delta \mu_{a}^{2}$

Thus, if $\beta_{1}=0$, we can fix $\mu_{a}=0$, and

$$
\|\hat{V}\|_{X}^{2}=E \int_{\Omega_{o}} \mu^{\prime 2} d x=\frac{E}{\beta_{2}}\|\mu\|_{M}^{2}
$$

The inf-sup constant is then equal to $\gamma_{b}=\sqrt{\beta_{2} / E}$.
If $\beta_{1}>0$, we can bound $\mu_{a}$ in terms of $\|\mu\|_{L^{2}\left(\Omega_{o}\right)}$ and $|\mu|_{H^{1}\left(\Omega_{o}\right)}^{2}$. Using the Poincaré inequality (since $\hat{\mu}=0$ at $x=x_{a}$ ), we get

$$
\begin{aligned}
\int_{\Omega_{o}} \mu_{a}^{2} d x & =\int_{\Omega_{o}}(\mu-\hat{\mu})^{2} d x \leq 2 \int_{\Omega_{o}} \mu^{2}+\hat{\mu}^{2} d x \\
& \leq 2\|\mu\|_{L^{2}\left(\Omega_{o}\right)}^{2}+\left|\Omega_{o}\right|^{2}|\hat{\mu}|_{H^{1}\left(\Omega_{o}\right)}^{2} \\
& =2\|\mu\|_{L^{2}\left(\Omega_{o}\right)}^{2}+\left|\Omega_{o}\right|^{2}|\mu|_{H^{1}\left(\Omega_{o}\right)}^{2}
\end{aligned}
$$

Since
$\int_{\Omega_{o}} \mu_{a}^{2} d x=\left|\Omega_{o}\right| \mu_{a}^{2}$
we arrive at the inequality:
$\mu_{a}^{2} \leq \frac{2}{\left|\Omega_{o}\right|}\|\mu\|_{L^{2}\left(\Omega_{o}\right)}^{2}+\left|\Omega_{o} \| \mu\right|_{H^{1}\left(\Omega_{o}\right)}^{2}$
Thus, substituting the bound for $\mu_{a}$, we conclude that

$$
\begin{aligned}
\|\hat{V}\|_{X}^{2} & \leq \frac{2 \delta}{\left|\Omega_{o}\right|}\|\mu\|_{L^{2}\left(\Omega_{o}\right)}^{2}+\left(E+\delta\left|\Omega_{o}\right|\right)|\mu|_{H^{1}\left(\Omega_{o}\right)}^{2} \\
& \leq \max \left(\frac{2 \delta}{\beta_{1}\left|\Omega_{o}\right|}, \frac{E+\delta\left|\Omega_{o}\right|}{\beta_{2}}\right)\|\mu\|_{M}^{2}
\end{aligned}
$$

and, therefore,
$\gamma_{b}= \begin{cases}\sqrt{\frac{\beta_{2}}{E}} & \beta_{1}=0 \\ \sqrt{\frac{\beta_{2}}{E}} \min \left(\sqrt{\frac{\beta_{1}\left|\Omega_{o}\right| E}{2 \delta \beta_{2}}}, \sqrt{\frac{E}{E+\delta\left|\Omega_{o}\right|}}\right) & \beta_{1}>0\end{cases}$
and the proof is complete.
Remark 4 We are not able to show the case for which $\beta_{2}=0$. Indeed, $M$ would be the space $L^{2}\left(\Omega_{o}\right)$ and the extension operator $S(\lambda)$ is not defined in this case. This stems from the fact that the space $L^{2}\left(\Omega_{o}\right)$ is not contained in $H^{1}\left(\Omega_{o}\right)$.

From the continuity and coercivity of $a(\cdot, \cdot)$, from the continuity of $l(\cdot)$, and from the continuity and inf-sup condition of $b(\cdot, \cdot)$ (see Lemmas B-1, B-2, B-3, and Lemmas 1 and 2), we have the following theorem.

Theorem 1 Let $\beta_{1} \geq 0$ and $\beta_{2}>0$ and let $\alpha_{c}$ and $\alpha_{d}$ be constant or linear. Then, problem (24) is well-posed, in the sense that it admits a unique solution and that the solution depends continuously on the data.

Finally, we summarize the constants obtained from continuity, coercivity, and B-B condition in Tables 1, 2 and 3. In an effort to obtain optimality with respect to the constants, we

Table 1 Constants from continuity conditions
$\begin{array}{ll}M_{a} & 1\end{array}$
$M_{b} \quad \sqrt{2} \max \left(\sqrt{\frac{\beta_{1}\left|\Omega_{c}\right|^{2}+2 \beta_{2}}{2 E}}, \sqrt{\frac{\beta_{1}\left|\Omega_{o}\right|}{\delta}}, \sqrt{\frac{\beta_{1}\left|\Omega_{o}\right|^{2}+2 \beta_{2}}{2 \min _{i} k_{i} l_{i}}}\right)$
$M_{l} \quad 2|f| \max \left(\frac{1}{\sqrt{\delta}}, \frac{1}{\sqrt{\min _{i} k_{i}}}\right)$

Table 2 Constants from coercivity and $\mathrm{B}-\mathrm{B}$ conditions for the case $\beta_{1}=0$
$\overline{\gamma_{a} \quad \frac{1}{2} \min _{i}\left(\frac{E}{k_{i} l_{i}}, \frac{k_{i} l_{i}}{E}\right)}$
$\gamma_{b} \quad \sqrt{\frac{\beta_{2}}{E}}$

Table 3 Constants from coercivity and B-B conditions for the case $\beta_{1}>0$
$\left.\begin{array}{ll}\gamma_{a} & \frac{1}{2} \min _{i}\left(\frac{E}{k_{i} l_{i}}, \frac{k_{i} l_{i}}{E}\right) \min \left(\frac{1}{2}, \frac{E\left|\Omega_{o}\right|}{\delta\left|\Omega_{c}\right|^{2}}\right.\end{array}\right)$

Table 4 Choice for the parameters $\beta_{1}, \beta_{2}$, and $\delta$

| $\beta_{1}$ | $\frac{2 E}{\left\|\Omega_{c}\right\|^{2}}$ |
| :--- | :--- |
| $\beta_{2}$ | $E$ |
| $\delta$ | $\frac{E\left\|\Omega_{o}\right\|}{\left\|\Omega_{c}\right\|^{2}}$ |

choose specific values for $\beta_{1}, \beta_{2}$, and $\delta$. In particular, we want $\beta_{1}, \beta_{2}$, and $\delta$ to be dimensionally consistent in their respective terms while also optimizing the continuity constants (i.e., not depending on the size of the domains). Table 4 summarizes the choice for the parameters $\beta_{1}, \beta_{2}$, and $\delta$ and Table 5 shows the resulting constants.

Remark 5 Note that the constants $M_{b}$ and $\gamma_{d}$ in Table 5 are bounded above and below, respectively, by observing that $\left|\Omega_{o}\right| \leq\left|\Omega_{c}\right|$. Then:
$M_{b} \leq \sqrt{2} \max \left(1, \sqrt{\frac{E}{\min _{i} k_{i} l_{i}}}\right)$
$\gamma_{b} \geq \frac{1}{2}$
Since $M_{a}$ and $\gamma_{a}$ are independent of $\left|\Omega_{o}\right|$ we can conclude that the size of the overlap region will have only mild effects on the accuracy and stability of the problem. However, from this analysis, we see that the major influence of the size will be in the constant $M_{l}$ which increases as $\left|\Omega_{o}\right|$ decrases.

Table 5 Rescaled constants for continuity, coercivity, and B-B stability for the case $\beta_{1}>0$

| $M_{a}$ | 1 |
| :--- | :--- |
| $M_{b}$ | $\sqrt{2} \max \left(1, \sqrt{\frac{E}{2 \min _{i} k_{i} l_{i}}\left(1+\frac{\left\|\Omega_{o}\right\|^{2}}{\left\|\Omega_{c}\right\|^{2}}\right)}\right)$ |
| $M_{l}$ | $2\|f\| \max \left(\frac{\left\|\Omega_{c}\right\|}{\sqrt{E\left\|\Omega_{o}\right\|}}, \frac{1}{\sqrt{\min _{i} k_{i}}}\right)$ |
| $\gamma_{a}$ | $\frac{1}{4} \min _{i}\left(\frac{E}{k_{i} l_{i}}, \frac{k_{i} l_{i}}{E}\right)$ |
| $\gamma_{b}$ | $\sqrt{\frac{\left\|\Omega_{c}\right\|^{2}}{\left\|\Omega_{c}\right\|^{2}+\left\|\Omega_{o}\right\|^{2}}}$ |

Problem may arise if the spring stiffness varies rapidly from one spring to the other and that the size of $\left|\Omega_{o}\right|$ is taken too small, say much smaller than the representative cell; a situation which in general is avoided from common sense. Recent numerical experiments, presented for example in [17], have indeed confirmed that the influence of $\left|\Omega_{o}\right|$ on the error in the approximation remains in general small.

## 4 Discrete formulation of the coupled model

Let $V_{c}^{h}$ and $M^{h}$ be finite element subspaces of the vector spaces $V_{c}$ and $M$, respectively, and let $X^{h}$ be the product space $X^{h}=V_{c}^{h} \times V_{d}$. More precisely, the subspace $V_{c}^{h}$ consists of piecewise linear continuous functions defined by the set of nodes $x_{i}=i h, i=0, \ldots, N^{e}$, where $N^{e}$ denotes the number of elements in the mesh. For the subspace $M^{h}$, we are faced with several choices since the elements associated with $V_{c}^{h}$ and $M^{h}$ do not have to match (case (a) in Fig. 6). However, for the sake of simplicity here, we will only consider three special cases for $M^{h}$ (see Fig. 6, cases (b), (c), and (d)):

1. "Particle coupling": Each node of the mesh associated with $M^{h}$ coincides with the position of one particle on $\Omega_{o}$ and vice-versa (case (b) in Fig. 6).
2. "Continuum coupling": The elements of the mesh associated with $M^{h}$ are exactly identical with those of $V_{c}^{h}$ on $\Omega_{o}$ (case (c) in Fig. 6).
3. "RVE coupling": The element size $h$ for the continuum solution are chosen arbitrarily from the equilibrium length $l$ of the particles, but the elements for $M^{h}$ are equal to the size, denoted $\varepsilon$, of the representative volume element (RVE) (case (d) in Fig. 6). The continuum coupling can then be viewed as a subcase of this case.

Finally, we write $U_{h}=\left(u_{h}, w_{h}\right)$ and $V_{h}=\left(v_{h}, z\right)$ and introduce the space $X_{0}^{h}$ as:


Fig. 6 Finite element discretization of $\Omega_{c}$ and $\Omega_{o}\left(\mathbf{I}=\right.$ nodes on $\Omega_{c}$, $\times=$ nodes on $\Omega_{d}, \bigcirc=$ particles on $\Omega_{d}$ )
$X_{0}^{h}=\left\{V_{h} \in X^{h}: b\left(\mu_{h}, V_{h}\right)=0 \quad \forall \mu_{h} \in M^{h}\right\}$
Then, problem (24) is approximated as follows:

Find $U_{h} \in X^{h}, \lambda_{h} \in M^{h}$ such that:

$$
\begin{align*}
a\left(U_{h}, V_{h}\right)+b\left(\lambda_{h}, V_{h}\right) & =l\left(V_{h}\right) & & \forall V_{h} \in X^{h}  \tag{28}\\
b\left(\mu_{h}, U_{h}\right) & =0 & & \forall \mu_{h} \in M^{h}
\end{align*}
$$

Remark 6 Although $V_{d}$ is a finite-dimensional space and, consequently does not need to be discretized using finite elements, we will use the notation $w_{h}$ to denote the solution of the particle model in (28) to emphasize that $w_{h}$ indirectly depends on the choice of $V_{c}^{h}$ and $M^{h}$.

### 4.1 Existence and uniqueness of solutions

In this section, we prove that the discretized Problem (28) is well-posed. We shall review the lemmas of the previous section in order to highlight the differences between the "continuous" and "discrete" problems. We omit consideration of continuity of $a(\cdot, \cdot), b(\cdot, \cdot)$, and $l(\cdot)$ as they follow trivially (since $X^{h} \subset X$ and $M^{h} \subset M$ ).

One difficulty in analyzing the discretized saddle point problems is due to the fact that the kernel space $X_{0}^{h}$ is not a subset of $X_{0}$.

Lemma 3 (Coercivity of $a$ ) Let $\alpha_{c}=\alpha_{d}=1 / 2$. Then, with the above notation and definition, there exists a constant $\gamma_{a}^{h}>0$ such that:
$\inf _{U_{h} \in X_{0}^{h}} \sup _{V_{h} \in X_{0}^{h}} \frac{a\left(U_{h}, V_{h}\right)}{\left\|U_{h}\right\|_{X}\left\|V_{h}\right\|_{X}} \geq \gamma_{a}^{h}$
with $\gamma_{a}^{h}=\gamma_{a}$.
Proof The proof is actually similar to the one shown in Lemma 1. We just provide here a sketch of it.

We observe that functions $V_{h}=\left(v_{h}, z\right)$ in $X_{0}^{h}$ satisfy
$b\left(\mu_{h}, V_{h}\right)=0, \quad \forall \mu_{h} \in M^{h}$
i.e.,

$$
\begin{aligned}
& \int_{\Omega_{o}} \beta_{1} v_{h} \mu_{h}+\beta_{2} v_{h}^{\prime} \mu_{h}^{\prime} d x \\
& \quad=\int_{\Omega_{o}} \beta_{1}(\Pi z) \mu_{h}+\beta_{2}(\Pi z)^{\prime} \mu_{h}^{\prime} d x, \quad \forall \mu_{h} \in M^{h}
\end{aligned}
$$

In other words, given a function $z \in V_{d}, v_{h}$ is simply viewed as the projection of $\Pi z$ on $V_{c}^{h}$ if $M^{h}=V_{c}^{h}$. Take $\mu_{h}=1$ on $\Omega_{o}$; then, if $\beta_{1} \neq 0$,
$\int_{\Omega_{0}} v_{h} d x=\int_{\Omega_{o}}(\Pi z) d x, \quad \forall \mu_{h} \in M^{h}$
The averages of $v_{h}$ and $\Pi z$ on $\Omega_{o}$ are equal but the functions are not necessarily identical unlike the continuous case. However, if every particle on $\Omega_{o}$ coincides with a node of $M^{h}$ (case (b) in Fig. 6), then $v_{h}=\Pi z$. If not, only the equality of averages, as above, is necessary to show coercivity if $\beta_{1} \neq 0$ (see Remark 2). In the case where $\beta_{1}=0$, coercivity of the bilinear form is immediate.

Remark 7 We do not show here coercivity of $a(\cdot, \cdot)$ in the case where $\alpha_{c}$ and $\alpha_{d}$ are linear. The proof is of course straightforward when using the particle coupling and essentially follows the proof of Lemma 1 since $v_{h}=\Pi z$. However, in the general case, the proof becomes very technical as the elements of the space $X_{0}^{h}$ are not simple.

Lemma 4 (Inf-Sup condition for $b$ ) With above notation and definitions, there exists a constant $\gamma_{b}^{h}>0$ :

$$
\inf _{\mu_{h} \in M^{h}} \sup _{V_{h} \in X^{h}} \frac{b\left(\mu_{h}, V_{h}\right)}{\left\|\mu_{h}\right\|_{M}\left\|V_{h}\right\|_{X}} \geq \gamma_{b}^{h}
$$

Proof Let $\mu_{h} \in M^{h}$. Similarly to the continuous case, we need to show that

$$
\sup _{V_{h} \in X^{h}} \frac{\left|b\left(\mu_{h}, V_{h}\right)\right|}{\left\|V_{h}\right\|_{X}} \geq \gamma_{b}^{h}\left\|\mu_{h}\right\|_{M}
$$

with $\gamma_{b}^{h}>0$ independent of $\mu_{h}$. We consider the two cases:

1. Continuum/RVE coupling: In this case, given $\mu_{h} \in$ $M^{h}$, we can always find a function $\hat{v}_{h} \in V_{c}^{h}$ such that $\hat{v}_{h}=\mu_{h}-\mu_{a}$ on $\Omega_{o}$ and $\hat{v}_{h}=0$ on $\Omega_{c} \backslash \Omega_{o}$, where $\mu_{a}=\mu_{h}\left(x_{a}\right)$. Furthermore, we can select $\hat{z}=\mu_{a}$ so that $\hat{V}_{h}=\left(\hat{v}_{h}, \hat{z}\right)$. Thus,
$\sup _{V_{h} \in X^{h}} \frac{\left|b\left(\mu_{h}, V_{h}\right)\right|}{\left\|V_{h}\right\|_{X}} \geq \frac{\left|b\left(\mu_{h}, \hat{V}_{h}\right)\right|}{\left\|\hat{V}_{h}\right\|_{X}}$
The proof then follows the one in Lemma 2 and we conclude here that $\gamma_{b}^{h}=\gamma_{b}$.
2. Particle coupling: In this case, we can always find a vector $\hat{z} \in V_{d}$ such that $\Pi \hat{z}=\mu_{h}$ on $\Omega_{o}$. On $\Omega_{d} \backslash \Omega_{o}$, $\hat{z}$ is chosen as a constant vector so that $\hat{V}_{h}=(0, \Pi \hat{z})$. Then:

$$
\sup _{V_{h} \in X^{h}} \frac{\left|b\left(\mu_{h}, V_{h}\right)\right|}{\left\|V_{h}\right\|_{X}} \geq \frac{\left|b\left(\mu_{h}, \hat{V}_{h}\right)\right|}{\left\|\hat{V}_{h}\right\|_{X}}=\frac{\left\|\mu_{h}\right\|_{M}^{2}}{\|\hat{z}\|_{V_{d}}}
$$

We just need to show that $\left\|\mu_{h}\right\|_{M} /\|\hat{z}\|_{V_{d}}$ is greater than a positive constant. Since $\hat{z}$ is constant on $\Omega_{d} \backslash \Omega_{o}$, we have (using Lemma A-2):

$$
\begin{aligned}
\|\hat{z}\|_{V_{d}}^{2} & =\sum_{i=1}^{n_{o}} k_{i}\left(\hat{z}_{i}-\hat{z}_{i-1}\right)^{2}+\delta\left(\sum_{i=1}^{n_{o}} \frac{l_{i}}{\left|\Omega_{o}\right|}\left(\frac{\hat{z}_{i}+\hat{z}_{i-1}}{2}\right)\right)^{2} \\
& \leq \max _{i}^{2} k_{i} l_{i}\left|\mu_{h}\right|_{H^{1}\left(\Omega_{o}\right)}^{2}+\delta \bar{\mu}_{h}^{2}
\end{aligned}
$$

If $\beta_{1}=0$, we can fix $\bar{\mu}_{h}=0$ so that:
$\|\hat{z}\|_{V_{d}}^{2} \leq \max _{i} k_{i} l_{i}\left|\mu_{h}\right|_{H^{1}\left(\Omega_{o}\right)}^{2}=\frac{\max _{i} k_{i} l_{i}}{\beta_{2}}\left\|\mu_{h}\right\|_{M}^{2}$
and $\gamma_{b}^{h}=\sqrt{\beta_{2} / \max _{i} k_{i} l_{i}}$.
If $\beta_{1}$ is non-zero, then using Lemma $\mathrm{A}-2$, we get

$$
\begin{aligned}
\|\hat{z}\|_{V_{d}}^{2} \leq & \max _{i} k_{i} l_{i}\left|\mu_{h}\right|_{H^{1}\left(\Omega_{o}\right)}^{2}+\frac{\delta}{\left|\Omega_{o}\right|}\left\|\mu_{h}\right\|_{L^{2}\left(\Omega_{o}\right)}^{2} \\
\leq & \max \left(\frac{\delta}{\beta_{1}\left|\Omega_{o}\right|}, \frac{\max _{i} k_{i} l_{i}}{\beta_{2}}\right) \\
& \times\left(\beta_{1}\left\|\mu_{h}\right\|_{L^{2}\left(\Omega_{o}\right)}^{2}+\beta_{2}\left|\mu_{h}\right|_{H^{1}\left(\Omega_{o}\right)}^{2}\right) \\
= & \max \left(\frac{\delta}{\beta_{1}\left|\Omega_{o}\right|}, \frac{\max _{i} k_{i} l_{i}}{\beta_{2}}\right)\left\|\mu_{h}\right\|_{M}^{2}
\end{aligned}
$$

which completes the proof with:
$\gamma_{b}^{h}=\min \left(\sqrt{\frac{\beta_{1}\left|\Omega_{o}\right|}{\delta}}, \sqrt{\frac{\beta_{2}}{\max _{i} k_{i} l_{i}}}\right)$

Remark 8 We note that in the discrete case, the bilinear form $b(\cdot, \cdot)$ does satisfy the inf-sup condition if $\beta_{2}=0$. Indeed, we can in this case bound the term $\left|\mu_{h}\right|_{H^{1}\left(\Omega_{o}\right)}$ by $\left\|\mu_{h}\right\|_{L^{2}\left(\Omega_{o}\right)}$ using an inverse inequality. However, the inf-sup constant would be dependent on the mesh size $h$, and would go to zero as $h$ tends to zero.

Remark 9 We also note here that, as pointed out by Ben Dhia and Rateau [7], the discretization of the Lagrange multiplier space cannot be finer than the discretization of the continuum model and the particle spacing. This can be seen from the proof since we would not be able to find a $v_{h}$ or $\Pi z$ that is an extension of $\mu_{h}$ since it is possible $v_{h} \neq \mu_{h}$ in $\Omega_{o}$.

Finally, the following theorem follows from the continuity on $X^{h}$ and coercivity on $X_{0}^{h}$ of $a(\cdot, \cdot)$, from the continuity of $l(\cdot)$ on $X^{h}$, and from the continuity and inf-sup condition of $b(\cdot, \cdot)$ on $M^{h} \times X^{h}$ (see Lemmas B-1, B-2, B-3, and Lemmas 3 and 4):

Theorem 2 Problem (28) with $\beta_{1} \geq 0$ and $\beta_{2}>0$ and with $\alpha_{c}, \alpha_{d}$ constant or linear is well-posed, in the sense that the solution to (28) exists, is unique, and depends continuously on the data. Moreover, all constants are independent of $h$.

### 4.2 A priori error estimates

For completeness, we state the following a priori error estimate. The proof follows exactly that of the traditional mixed finite element error estimate [10].

Theorem 3 Let $(u, w, \lambda) \in V_{c} \times V_{d} \times M$ be the solutions to (24) and let $\left(u_{h}, w_{h}, \lambda_{h}\right) \in V_{c}^{h} \times V_{d} \times M^{h}$ be the solutions to (28). Then,

$$
\begin{aligned}
& \left\|\left(u-u_{h}, w-w_{h}\right)\right\|_{X} \leq C_{1} \inf _{v_{h} \in V_{c}^{h}}\left\|u-v_{h}\right\|_{V_{c}} \\
& \quad+C_{2} \inf _{\mu_{h} \in M^{h}}\left\|\lambda-\mu_{h}\right\|_{M} \\
& \left\|\lambda-\lambda_{h}\right\|_{M} \leq C_{3} \inf _{v_{h} \in V_{c}^{h}}\left\|u-v_{h}\right\|_{V_{c}}+C_{4} \inf _{\mu_{h} \in M^{h}}\left\|\lambda-\mu_{h}\right\|_{M}
\end{aligned}
$$

where
$C_{1}=\left(1+\frac{M_{a}}{\gamma_{a}^{h}}\right)\left(1+\frac{M_{b}}{\gamma_{b}^{h}}\right), C_{2}=\frac{M_{b}}{\gamma_{a}^{h}}$
$C_{3}=\frac{M_{a}}{\gamma_{b}^{h}}\left(1+\frac{M_{a}}{\gamma_{a}^{h}}\right)\left(1+\frac{M_{b}}{\gamma_{b}^{h}}\right)$,
$C_{4}=\left(1+\frac{M_{b}}{\gamma_{b}^{h}}+\frac{M_{a} M_{b}}{\gamma_{a}^{h} \gamma_{b}^{h}}\right)$

## 5 Numerical examples

In all the following experiments, we consider the domain $\Omega=(0,3)$. Moreover, the force $f_{m}$ applied at $x_{m}$ is chosen
in such a way that the displacement at the right end of the domain, when using the continuum model everywhere in $\Omega$, is equal to unity. In what follows, we restrict ourselves to the cases where the equilibrium lengths of the springs are all equal.

### 5.1 Uniform springs coefficients with $\alpha_{c}, \alpha_{d}$ constant

In the first set of experiments, we consider uniform springs such that $k=k_{i}=1, i=1, \ldots, m$. In this simple case, the solutions of the spring model and of the equivalent continuum model in all of $\Omega$ are linear. The continuum model is used in the subdomain $\Omega_{c}=(0,2)$ while the particle model is used in $\Omega_{d}=(1,3)$ and the weight coefficients $\alpha_{c}$ and $\alpha_{d}$ are chosen to be $1 / 2$ in the overlap region. There are $m=8$ springs in $\Omega_{d}$, i.e., nine particles. The equilibrium length of each spring is then given by $l=l_{i}=0.25$. We discretize the continuum region with $N^{e}=4$ elements. Because the springs are uniform, the representative cell used to derive the corresponding Young's modulus $E$ is constituted of only one spring. Then
$E=k l=1 \times 0.25=0.25$

We first consider the case where the two models are coupled via a particle coupling, that is, the finite element space $M^{h}$ for the Lagrange multipliers is dictated by the particles. As expected, this coupling ensures that the solutions of the Arlequin problem (28) are linear and that the continuum part exactly coincides with the particle solution over the overlap region in the three cases corresponding to the $L^{2}$ norm, $H^{1}$ seminorm, and $H^{1}$ norm couplings (Fig. 7). In these and subsequent plots, the initials LM refers to Lagrange multiplier. The solution at $x=3$ is equal to unity in the three cases.

We repeat above experiment using this time a continuum coupling, i.e., the elements in $M^{h}$ are the same as in $V_{c}^{h}$ on the overlap region. The coupling is therefore "weaker" than in the preceding experiment. The computed displacement at $x=3$ is now $z_{m}=1$ for the $H^{1}$ seminorm coupling, but $z_{m}=1.01042$ in the other two cases (see Fig. 8).
5.2 Non-uniform stiffness coefficients with $\alpha_{c}, \alpha_{d}$ constant

In more general settings, we are interested in problems in which the spring coefficients are not necessarily uniform but possibly randomly distributed. As a simple test case, we consider here a periodic distribution of springs with two spring stiffness constants $k_{1}=100$ and $k_{2}=1$. We have for $m$ even:
$k_{2 j-1}=k_{1} \quad j=1, \ldots, m / 2$
$k_{2 j}=k_{2} \quad j=1, \ldots, m / 2$


Fig. 7 Uniform spring coefficients with particle coupling and $\alpha_{c}, \alpha_{d}$ constant. The three graphs correspond to $L^{2}$ norm, $H^{1}$ seminorm, and $H^{1}$ norm coupling cases

As before, we consider the following geometry and discretization data: $\Omega_{c}=(0,2), \Omega_{d}=(1,3) m=8$, and $N^{e}=4$. The equilibrium length of the springs is once again equal to $l=l_{i}=0.25$. It follows that the Young's modulus is given by, using a representative cell (or representative volume element, RVE) made of two consecutive springs:
$E=\frac{k_{1} k_{2}}{k_{1}+k_{2}} 2 l=\frac{100}{101} 0.5=0.49505$


Fig. 8 Uniform spring coefficients with continuum coupling and $\alpha_{c}$, $\alpha_{d}$ constant

Figure 9 shows the Arlequin solutions in the case of particle coupling. It is not surprising that we find $z_{m}=0.691822$ in the three cases of coupling since such a coupling is necessarily too constraining.

In this problem, it is clear that the elements in $M_{h}$ should not be smaller than the representative cell used to derive the continuum model. For the continuum coupling, we see that the size of the elements in $M_{h}$ is equal to the size of one representative cell, i.e., $h=2 l=0.5$. Figure 10 shows


Fig. 9 Periodic distribution of spring coefficients with particle coupling and $\alpha_{c}, \alpha_{d}$ constant. The three graphs correspond to $L^{2}$ norm, $H^{1}$ seminorm, and $H^{1}$ norm coupling cases
the results when using continuum coupling. We observe that $z_{m}=1$ for the $H^{1}$ seminorm coupling, but $z_{m}=1.08727$ and $z_{m}=1.08710$ for the $L^{2}$ and $H^{1}$ norm coupling, respectively. We note here that in the $H^{1}$ seminorm case, the constant modes of $V_{d}$ are fixed by setting $z_{0}$ to be equal to the displacement $u_{h}$ at $x_{a}$.

Remark 10 We observe in Fig. 10 a slight change in the slope of the continuum displacement $u$. This variation can be interpreted by writing the equilibrium equation at the interfacial


Fig. 10 Periodic distribution of spring coefficients with continuum coupling and $\alpha_{c}, \alpha_{d}$ constant
point $x_{a}$. We have:
$\left.E \frac{d u}{d x}\right|_{x_{a}^{-}}=\left.\alpha_{c} E \frac{d u}{d x}\right|_{x_{a}^{+}}+\alpha_{d} k_{1} l_{1} \frac{w_{1}-w_{0}}{l_{1}}$

Because $\alpha_{d}=1 / 2$ here, and thus does not vanish at $x_{a}$, nothing guarantees that the two derivatives should be the same on the left and right sides of $x_{a}$. This issue is therefore inherent to the choice $\alpha_{c}$ and $\alpha_{d}$ constant and should be


Fig. 11 Same as Fig. 10 but with $\alpha$ linear
improved by the use of linear or cubic weight coefficients (see next subsection). Note that this was also observed in [12].

### 5.3 Influence of the weight coefficient $\alpha$

In this subsection, we study the effect of using linear and cubic weight coefficients. We consider here the same case as the one studied in the previous subsection with continuum coupling. We show in Figs. 11 and 12 the results with $\alpha$ linear and cubic, respectively. We now observe that the change in


Fig. 12 Same as Fig. 10 but with $\alpha$ cubic
slope in the continuum displacement $u$ is no longer visible for the $L^{2}$ and $H^{1}$ norm couplings. However, a variation is the slope has appeared for the $H^{1}$ seminorm coupling. We do not have an explanation for this behavior at this time.

The linear and cubic cases apparently provide similar results to the naked eye. Actually, there exists a slight difference. Indeed, the displacements of the particle at $x_{m}$ with the $L^{2}$ and $H^{1}$ norm couplings are $z_{m}=1.04084$ for the linear case and $z_{m}=1.03707$ for the cubic case. These values are nevertheless greatly improved over the constant case for which approximately $z_{m}=1.087$.


Fig. 13 Same as Fig. 11 but with $h=l / 2$ and element size for the Lagrange multiplier (LM) equal to $2 l=\varepsilon$

### 5.4 Representative volume element

Our objective in this subsection is to show that the mesh size $h$ for the continuum solution can be chosen arbitrarily from the equilibrium length $l$ of the particles, but that it is important to select the size of the elements for the Lagrange multiplier at least equal to the size, denoted $\varepsilon$, of the representative cell or volume element. Note that the continuum coupling case then becomes a subcase of this configuration. We show in Fig. 13 the results with $\alpha$ linear when $h=l / 2$ and the

Table 6 Displacements $z_{m}$ at $x=3$ for various mesh sizes and coupling types

| $h$ | $L^{2}$ norm | $H^{1}$ seminorm | $H^{1}$ norm |
| :--- | :--- | :--- | :--- |
| 1 | 1.04084 | 0.994358 | 1.04084 |
| $1 / 2$ | 1.04084 | 0.964384 | 1.04084 |
| $1 / 4-1 / 32$ | 0.930203 | 0.930203 | 0.930203 |

The equilibrium length of each spring is $l=0.0625$
meshsize for the Lagrange multiplier is equal to $\varepsilon$, which in this problem is simply $2 l$. The results are exactly identical to the results obtained in Fig. 11 for the $L^{2}$ and $H^{1}$ norm couplings. However, the behavior of the continuum solution in the overlap region when using the $H^{1}$ seminorm coupling has the tendency to follow that of the particle solution. This is attributed to the fact that this type of coupling does not constrain enough the two displacement fields. In our opinion, the $H^{1}$ seminorm coupling should not be retained as a useful candidate for this type of simulations.

### 5.5 Influence of mesh size

In this section, we study the effect of the mesh size on the Arlequin solution. The equilibrium length of the springs is the same as in Sect. 5.2 and we vary the size of the elements in $V_{c}^{h}$ from $h=1$ to $h=1 / 32$. The stiffness of the springs is the same as in Sect. 5.2 and we consider here the continuum coupling.

We collect in Table 6 the displacements at $x=3$ for the different mesh sizes $h$ and coupling types based on the $L^{2}$ norm, $H^{1}$ seminorm, and $H^{1}$ norm. Here the weight coefficients $\alpha_{c}$ and $\alpha_{d}$ are chosen linear. For the $L^{2}$ and $H^{1}$ norms, the displacement at $x=3$ are constant for every value of $h$ until $h=1 / 4$ and then the value remains constant again. This shows that the solution is exact for every $h \leq 1 / 4$ (i.e., the spacing of the particles), while for $h>1 / 4$, the "average" solution is linear and is resolved exactly with linear elements. For the $H^{1}$ seminorm, the results improve as $h$ decreases. Here, the solution is not exact due the constant chosen (i.e., the solution match a point) so, as the mesh is refined, the constraint becomes enforced more exactly, until $h \leq 1 / 4$ where the solution becomes exact.

We show in Figs. 11 and 14 the Arlequin solution and Lagrange multiplier, respectively, for $h=1 / 2$. The same results for the case $h=1 / 8$ are shown in Figs. 15 and 16 and then for $h=1 / 32$ in Figs. 17 and 18. Note that the Lagrange multipliers are constant for the $L^{2}$ and $H^{1}$ norms cases, and smooth for the $H^{1}$ seminorm coupling when $h=1 / 2$. For the $L^{2}$ norm, we observe that the Lagrange multiplier $\mu_{h}$ displays larger and larger variations as the mesh is refined. This result is commensurate with our theoretical results in the sense that the discrete inf-sup constant goes to zero linearly with $h$ if $\beta_{2}$ is set to zero. Note also how the linear $\alpha$ is reflec-


Fig. 14 Lagrange multiplier solution in the case $l=1 / 4$ and $h=1 / 2$ using the continuum coupling and $\alpha$ linear
ted in the character of the Lagrange multiplier solution at the interface of the overlap and discrete domains, the Lagrange multiplier solution is zero when $h \leq 1 / 4$.

### 5.6 Reconstruction of solutions

In the overlap region, the Arlequin method produces two solutions, one corresponding to the continuum model and the other to the particle model. Neither of these two solutions represents the solution of the problem at hand. It seems


Fig. 15 Arlequin solution in the case $l=1 / 4$ and $h=1 / 8$ using the continuum coupling and $\alpha$ linear
natural here to reconstruct a displacement field by combining the two solutions on the overlap region. This can be done in two ways. In the first one, we reconstruct a displacement field as follows:
$\hat{u}(x)=\alpha_{c} u_{h}(x)+\alpha_{d} \Pi z(x), \quad \forall x \in \Omega_{o}$

In the second one, a displacement vector is reconstructed as:
$\hat{z}_{i}=\alpha_{c} u_{h}\left(x_{i}\right)+\alpha_{d} z_{i}, \quad \forall i=1, \ldots, n_{o}$


Fig. 16 Lagrange multiplier solution in the case $l=1 / 4$ and $h=1 / 8$ using the continuum coupling and $\alpha$ linear

We show in Fig. 19 the Arlequin solution and reconstructed solution in the case where a continuum coupling and $H^{1}$ norm coupling, along with constant weight coefficients $\alpha_{c}$ and $\alpha_{d}$, are used. Here $N^{e}=2$, and there are eight springs distributed over each element. We observe that the reconstructed solution is discontinuous at both end points of the overlap domain and that the displacements display a relatively erratic behavior in $\Omega_{o}$. We show the same results in Fig. 20 with linear weight coefficients and the respective solutions look much better.


Fig. 17 Arlequin solution in the case $l=1 / 4$ and $h=1 / 32$ using the continuum coupling and $\alpha$ linear

## 6 Conclusions

We have presented in this paper a technique to couple a particle model with a continuum model. The proposed approach is essentially an extension of the Arlequin framework which had been previously developed to couple partial differential equation systems of different scales. We have given a detailed mathematical analysis of the coupled one-dimensional problem and shown that the problem is well-posed when constant weight coefficients and linear coefficients are chosen in the


Fig. 18 Lagrange multiplier solution in the case $l=1 / 4$ and $h=1 / 32$ using the continuum coupling and $\alpha$ linear
overlap domain. However, it is not possible to show that the inf-sup condition is satisfied when using a coupling constraint based on the $L^{2}$ norm. This tells us that it is insufficient to enforce a constraint on the displacements only; this fact is actually observed experimentally as the Lagrange multiplier converges in this case to a distribution. We have also presented one-dimensional numerical examples with the objective of showing that the proposed approach was well suited to solve problems in which the spring constants in the particle model could be non-uniformly distributed. In particular, we


Fig. 19 Arlequin solution and reconstructed solution using a continuum coupling for the Lagrange multiplier and the $H^{1}$ norm coupling with $\alpha$ constant
considered a periodic system of two springs for which it is straightforward to derive an equivalent continuum model. We showed that the method produced satisfactory results as long as the mesh size used to discretize the Lagrange multiplier space was at least larger than (a multiple of) the size of the representative cell defined to compute the Young's modulus for the continuum model.

The present study of the Arlequin method for the coupling of particle and continuum models is by no means complete. This is a very preliminary work and numerous issues related to the method need to be addressed. For example, one question is whether we can define a coupling constraint that is explicitly dependent on the size of the representative cell (RVE) so that the formulation becomes fully independent of the mesh size. It would also be interesting to see how this method behaves in the case of nonlinear problems, for example, by considering potentials of the Lennard-Jones type. Finally, a major and important study will be to investigate the use of the method for problems in dimensions two and three and for time-dependent problems. We shall strive to address these issues and propose answers to these questions in forthcoming papers.


Fig. 20 Arlequin solution and reconstructed solution using a continuum coupling for the Lagrange multiplier and the $H^{1}$ norm coupling with $\alpha$ linear
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## Appendix A: Technical Lemmas

We first recall without proof the classical Poincaré inequality in one dimension:

Lemma A-1 (Poincaré Inequality) Let $v \in H^{1}\left(\Omega_{c}\right)$. Then
$\|v\|_{L^{2}\left(\Omega_{c}\right)}^{2} \leq \frac{\left|\Omega_{c}\right|^{2}}{2}|v|_{H^{1}\left(\Omega_{c}\right)}^{2} \leq \frac{\left|\Omega_{c}\right|^{2}}{2 E}\|v\|_{V_{c}}^{2}$

Lemma A-2 Let $v \in H^{1}\left(\Omega_{o}\right)$ and let $\bar{v}$ be the average of $v$ on $\Omega_{o}$, i.e.,
$\bar{v}=\frac{1}{\left|\Omega_{o}\right|} \int_{\Omega_{o}} v d x$

## Then

$\left|\Omega_{o}\right| \bar{v}^{2} \leq\|v\|_{L^{2}\left(\Omega_{o}\right)}^{2} \leq\left|\Omega_{o}\right| \bar{v}^{2}+\frac{\left|\Omega_{o}\right|^{2}}{2}|v|_{H^{1}\left(\Omega_{o}\right)}^{2}$
Proof Let $v \in H^{1}\left(\Omega_{o}\right)$. We note that

$$
\begin{aligned}
\int_{\Omega_{o}}(v-\bar{v})^{2} d x & =\int_{\Omega_{o}} v^{2}-2 v \bar{v}+\bar{v}^{2} d x \\
& =\|v\|_{L^{2}\left(\Omega_{o}\right)}^{2}-2 \bar{v} \int_{\Omega_{o}} v d x+\bar{v}^{2}\left|\Omega_{o}\right| \\
& =\|v\|_{L^{2}\left(\Omega_{o}\right)}^{2}-\bar{v}^{2}\left|\Omega_{o}\right|
\end{aligned}
$$

The first inequality follows by observing that the integral on the left hand side is necessarily non-negative.

Let $\Omega_{0}$ be represented as the interval $\left(x_{a}, x_{b}\right)$. Since $v$ is continuous on $\Omega_{o}$, we know that there exists $\bar{x}, x_{a} \leq \bar{x} \leq x_{b}$ such that $v(\bar{x})=\bar{v}$. We pose $v=\bar{v}+y$. Then

$$
\begin{aligned}
\|v\|_{L^{2}\left(\Omega_{o}\right)}^{2} & =\int_{\Omega_{o}}(\bar{v}+y)^{2} d x \\
& =\int_{\Omega_{o}} \bar{v}^{2} d x+2 \bar{v} \int_{\Omega_{o}} y d x+\int_{\Omega_{o}} y^{2} d x \\
& =\bar{v}^{2}\left|\Omega_{o}\right|+\int_{\Omega_{o}} y^{2} d x
\end{aligned}
$$

as the average of $y$, by definition, is simply zero. Moreover, since $y$ vanishes at $\bar{x}$ in $\Omega_{o}$, we can use the Poincaré inequality to find the bound:
$\int_{\Omega_{o}} y^{2} d x \leq \frac{\left|\Omega_{o}\right|^{2}}{2}|v|_{H^{1}\left(\Omega_{o}\right)}^{2}$
which completes the proof.
Lemma A-3 Let $z \in \mathbb{R}^{n_{o}+1}$ and let $\bar{z}$ be the average of $z$ on $\Omega_{o}$. Then
$z_{n_{0}}^{2} \leq 2 \bar{z}^{2}+2 \sum_{i=1}^{n_{0}}\left(z_{i}-z_{i-1}\right)^{2}$
Proof Let $\bar{z}_{i}, i=1, \ldots, n_{o}$ be defined as:
$\bar{z}_{i}=\frac{l_{i}}{\left|\Omega_{o}\right|} \frac{z_{i}+z_{i-1}}{2}$
Thus,

$$
\begin{aligned}
\bar{z}_{i} & -\frac{l_{i}}{\left|\Omega_{o}\right|} \frac{z_{i}-z_{i-1}}{2} \\
& =\frac{l_{i}}{\left|\Omega_{o}\right|} z_{i-1}=\frac{l_{i}}{\left|\Omega_{o}\right|}\left(z_{n_{0}}-\sum_{k=i}^{n_{0}}\left(z_{k}-z_{k-1}\right)\right)
\end{aligned}
$$

that is:
$\frac{l_{i}}{\left|\Omega_{o}\right|} z_{n_{0}}=\bar{z}_{i}-\frac{l_{i}}{\left|\Omega_{o}\right|}\left(\frac{z_{i}-z_{i-1}}{2}-\sum_{k=i}^{n_{0}}\left(z_{k}-z_{n_{0}}\right)\right)$
Summing over all terms in $i=1, \ldots, n_{0}$, and noting that $\sum \bar{z}_{i}=\bar{z}$ and $\sum_{i} l_{i}=\left|\Omega_{o}\right|$, we get:

$$
\begin{aligned}
z_{n_{0}} & =\bar{z}-\sum_{i=1}^{n_{0}} \frac{l_{i}}{\left|\Omega_{o}\right|}\left(\frac{z_{i}-z_{i-1}}{2}-\sum_{k=i}^{n_{0}}\left(z_{k}-z_{k-1}\right)\right) \\
& =\bar{z}+\sum_{i=1}^{n_{0}}\left[\frac{1}{\left|\Omega_{o}\right|}\left(\left(\sum_{k=1}^{i-1} l_{k}\right)+\frac{l_{i}}{2}\right)\right]\left(z_{i}-z_{i-1}\right)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\left|z_{n_{0}}\right| & \leq|\bar{z}|+\sum_{i=1}^{n_{0}}\left[\frac{1}{\left|\Omega_{o}\right|}\left(\left(\sum_{k=1}^{i-1} l_{k}\right)+\frac{l_{i}}{2}\right)\right]\left|z_{i}-z_{i-1}\right| \\
& \leq|\bar{z}|+\sum_{i=1}^{n_{0}}\left|z_{i}-z_{i-1}\right|
\end{aligned}
$$

which yields the desired result, using the fact that $(a+b)^{2} \leq$ $2\left(a^{2}+b^{2}\right) a, b \in \mathbb{R}$.

## Appendix B: Proof of Lemmas for the continuous problem

B. 1 Continuity of $a$

Lemma B-1 Let $a(\cdot, \cdot)$ be the bilinear form defined in (23). Then, for all $U=(u, w), V=(v, z) \in X$, there exists $a$ constant $M_{a}>0$ such that:
$|a(U, V)| \leq M_{a}\|U\|_{X}\|(V)\|_{X}$
with $M_{a}=1$.
Proof From Cauchy-Schwarz and Hölder inequalities, we get

$$
\begin{aligned}
|a(U, V)| & \leq \int_{\Omega_{c}} \alpha_{c} E\left|u^{\prime}\right|\left|v^{\prime}\right| d x+\sum_{i=1}^{m} \alpha_{i} k_{i}\left|w_{i}-w_{i-1}\right|\left|z_{i}-z_{i-1}\right| \\
& \leq C_{1}\|u\|_{V_{c}}\|v\|_{V_{c}}+C_{2}|w| V_{d}|z|_{V_{d}}
\end{aligned}
$$

where $C_{1}=\max _{x}\left(\alpha_{c}\right)=1$ and $C_{2}=\max _{i}\left(\alpha_{i}\right)=1$. From the definition of the norm in $V_{d}$, we then have:
$|a(U, V)| \leq\|u\|_{V_{c}}\|v\|_{V_{c}}+\|w\|_{V_{d}}\|z\|_{V_{d}} \leq\|U\|_{X}\|V\|_{X}$ and $M_{a}=1$.
B. 2 Continuity of $b$

Lemma B-2 Let $b(\cdot, \cdot)$ be as defined in (23). Then, for all $\mu \in M, V=(v, z) \in X$, there exists a constant $M_{b}>0$ such that:
$|b(\mu, V)| \leq M_{b}\|\mu\|_{M}\|V\|_{X}$
with

$$
\begin{aligned}
M_{b}= & 2 \max \\
& \times\left(\sqrt{\frac{\beta_{1}\left|\Omega_{c}\right|^{2}+2 \beta_{2}}{2 E}}, \sqrt{\frac{\beta_{1}}{\delta}\left|\Omega_{o}\right|}, \sqrt{\frac{\beta_{1}\left|\Omega_{o}\right|^{2}+2 \beta_{2}}{2 \min _{i} k_{i} l_{i}}}\right)
\end{aligned}
$$

Proof By making use of Poincaré inequality (35) and the fact that $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right), \forall a, b \in \mathbb{R}$, we get:

$$
\begin{aligned}
|b(\mu, V)| & \leq\|\mu\|_{M}\|v-\Pi z\|_{M} \\
& \leq\|\mu\|_{M}\left(\|v\|_{M}+\|\Pi z\|_{M}\right) \\
& \leq \sqrt{2}\|\mu\|_{M} \sqrt{\|v\|_{M}^{2}+\|\Pi z\|_{M}^{2}}
\end{aligned}
$$

Now,

$$
\begin{aligned}
\|v\|_{M}^{2} & =\beta_{1}\|v\|_{L^{2}\left(\Omega_{o}\right)}^{2}+\beta_{2}|v|_{H^{1}\left(\Omega_{o}\right)}^{2} \\
& \leq \beta_{1}\|v\|_{L^{2}\left(\Omega_{c}\right)}^{2}+\beta_{2}|v|_{H^{1}\left(\Omega_{c}\right)}^{2} \\
& \leq \frac{\beta_{1}\left|\Omega_{c}\right|^{2}+2 \beta_{2}}{2 E}\|v\|_{V_{c}}^{2}
\end{aligned}
$$

In the same way, using Lemma A-2 and the fact that $\Pi z$ is a piecewise linear continuous function, we have

$$
\begin{aligned}
\|\Pi z\|_{M}^{2} & =\beta_{1}\|\Pi z\|_{L^{2}\left(\Omega_{o}\right)}^{2}+\beta_{2}|\Pi z|_{H^{1}\left(\Omega_{o}\right)}^{2} \\
& \leq \beta_{1}\left|\Omega_{o}\right| \bar{z}^{2}+\left(\beta_{1} \frac{\left|\Omega_{o}\right|^{2}}{2}+\beta_{2}\right)|\Pi z|_{H^{1}\left(\Omega_{o}\right)}^{2} \\
& \leq \frac{\beta_{1}}{\delta}\left|\Omega_{o}\right| \delta \bar{z}^{2}+\left(\frac{\beta_{1}\left|\Omega_{o}\right|^{2}+2 \beta_{2}}{2 \min _{i} k_{i} l_{i}}\right)|z|_{V_{d}}^{2} \\
& \leq \max \left(\frac{\beta_{1}}{\delta}\left|\Omega_{o}\right|, \frac{\beta_{1}\left|\Omega_{o}\right|^{2}+2 \beta_{2}}{2 \min _{i} k_{i} l_{i}}\right)\|z\|_{V_{d}}^{2}
\end{aligned}
$$

We combine above results and find
$|b(\mu, V)| \leq M_{b}\|\mu\|_{M}\|V\|_{X}$
with:
$M_{b}=2 \max \left(\sqrt{\frac{\beta_{1}\left|\Omega_{c}\right|^{2}+2 \beta_{2}}{2 E}}, \sqrt{\frac{\beta_{1}}{\delta}\left|\Omega_{o}\right|}, \sqrt{\frac{\beta_{1}\left|\Omega_{o}\right|^{2}+2 \beta_{2}}{2 \min _{i} k_{i} l_{i}}}\right)$
B. 3 Continuity of $l$

Lemma B-3 Let $l(\cdot)$ be as defined in (23). Then, for all $V \in$ $X$, there exists a constant $M_{l}>0$ such that:
$|l(V)| \leq M_{l}\|V\|_{X}$
with
$M_{l}=2|f| \max \left(\frac{1}{\sqrt{\delta}}, \frac{1}{\sqrt{\min _{i} k_{i}}}\right)$

Proof From definition of $l(\cdot)$, we have, with $V=(v, z)$ :

$$
\begin{aligned}
|l(V)| & \leq\left|f z_{m}\right| \leq|f|\left|z_{m}\right| \leq|f|\left|z_{n_{o}}+\sum_{i=n_{o}+1}^{m}\left(z_{i}-z_{i-1}\right)\right| \\
& \leq|f| \sqrt{2 z_{n_{o}}^{2}+2 \sum_{i=n_{o}+1}^{m}\left(z_{i}-z_{i-1}\right)^{2}}
\end{aligned}
$$

Using Lemma A-3 yields:

$$
\begin{aligned}
|l(V)| & \leq|f| \sqrt{4 \bar{z}^{2}+4 \sum_{i=1}^{n_{o}}\left(z_{i}-z_{i-1}\right)^{2}+2 \sum_{i=n_{o}+1}^{m}\left(z_{i}-z_{i-1}\right)^{2}} \\
& \leq|f| \sqrt{\frac{4}{\delta} \delta \bar{z}^{2}+\frac{4}{\min _{i} k_{i}} \sum_{i=1}^{m} k_{i}\left(z_{i}-z_{i-1}\right)^{2}} \\
& \leq 2|f| \sqrt{\max \left(\frac{1}{\delta}, \frac{1}{\min _{i} k_{i}}\right)\left(|z|_{V_{d}}^{2}+\bar{z}^{2}\right)}
\end{aligned}
$$

It follows that
$|l(V)| \leq M_{l}\|z\|_{V_{d}} \leq M_{l}\|(v, z)\|_{X}=M_{l}\|V\|_{X}$
with
$M_{l}=2|f| \max \left(\frac{1}{\sqrt{\delta}}, \frac{1}{\sqrt{\min _{i} k_{i}}}\right)$
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